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A B S T R A C T   

Central to the development of a successful waste sorting robot lies an accurate and fast object detection system. 
This study assesses the performance of the most representative deep-learning models for the real-time local-
isation and classification of Construction and Demolition Waste (CDW). For the investigation, both single-stage 
(SSD, YOLO) and two-stage (Faster-RCNN) detector architectures coupled with various backbone feature ex-
tractors (ResNet, MobileNetV2, efficientDet) were considered. A total of 18 models of variable depth were 
trained and tested on the first openly accessible CDW dataset developed by the authors of this study. This dataset 
consists of images of 6600 samples of CDW belonging to three object categories: brick, concrete, and tile. For an 
in-depth examination of the performance of the developed models under working conditions, two testing datasets 
containing normally and heavily stacked and adhered samples of CDW were developed. A comprehensive 
comparison between the different models yields that the latest version of the YOLO series (YoloV7) attains the 
best accuracy (mAP50:95 ≈ 70%) at the highest inference speed (<30 ms), while also exhibiting enough precision 
to deal with severely stacked and adhered samples of CDW. Additionally, it was observed that despite the rising 
popularity of single-stage detectors, apart from YoloV7, Faster-RCNN models remain the most robust in terms of 
exhibiting the least mAP fluctuations over the testing datasets considered.   

1. Introduction 

Construction and Demolition Waste (CDW) makes up more than one- 
third of all waste produced in the European Union (EU) and is the largest 
waste stream in volume (Bilsen et al., 2018). It is thus not surprising that 
the EU has identified CDW as a priority waste stream, placing the 
implementation of appropriate management of CDW in the centre of the 
European agenda for Circular Economy, and at the core of efforts toward 
greening the built environment. 

CDW consists of a wide variety of materials such as concrete, brick, 
wood, glass, metal, and plastic, with a significant resource value. This 
value can be unlocked by recycling and reusing the material in new 
products and high-value applications. One of the common inhibitors to 
recycling and reusing CDW is the lack of confidence in the quality of the 
recycled material, which ultimately restricts the demand for CDW. 

Conventional recycling methods involve breaking down coarse CDW 
by jaw crushers and screening the material for the removal of soil, 

residue, and gravel. The screened material is then subjected to magnetic 
and air separation for recovering metals and removing lighter sub-
stances such as plastic bags, cardboard, etc. Manual sorting of CDW is 
performed at the final stage for separating the waste into its individual 
constituents. This step is critical for ensuring the purity of CDW, thus 
increasing its value and recyclability. Manual sorting of CDW, none-
theless, is found to be inconsistent, unreliable, expensive (Davis et al., 
2021), and hazardous for the people involved in the sorting process 
(Sarc et al., 2019). For these reasons, automated sorting of CDW using 
robots has been proposed for on-site (Chen et al., 2022; Wang et al., 
2019, 2020) and off-site recycling (Bosoc et al., 2021; Lukka et al., 2014; 
Xiao et al., 2020), and can be arguably considered a significant step 
toward implementing effective waste management and aiding greening 
attempts in the building sector. Yet obviously, the success of a sorting 
robot heavily relies on its capacity to locate and classify waste. 

Convolutional Neural Networks (CNN) exhibit excellent object 
detection and classification characteristics and have been successfully 
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used for the detection of solid waste. In recent years, the TrashNet 
benchmark dataset proposed by Yang and Thung (2016) serves as a 
baseline for the development of various object detection models on 
mainstream CNN architectures with great reported success (Aral et al., 
2018; Mao et al., 2021). Still, it is thought that TrashNet is not capable of 
capturing the complexity of solid waste in working conditions which is 
typically irregular and covered with dust (Li et al., 2022b; Yu et al., 
2020). This problem of heterogeneity and surface contamination is 
clearly amplified in the case of CDW. In an attempt to mitigate this ef-
fect, Li et al. (2022b) proposed the fusion of RGB and depth images 
within a mask-Region-based CNN (RCNN) framework to improve the 
detection capacity of CDW detection models and examined its perfor-
mance on a proprietary CDW dataset. The fusion of RGB and depth 
images was shown to increase the robustness of the model to the com-
plex solid waste conditions by increasing mean Average Precision (mAP) 
by 2% compared to an equivalent RGB mask-RCNN model. Ku et al. 
(2021) proposed an RCNN model for improving the grasping efficiency 
of a CDW waste sorting robot, reporting 80% accuracy at test time. Na 
et al. (2022) investigated the effect of data augmentation on the 
development of CNN models, quantitively capturing the effect of each 
data augmentation procedure (e.g. noise, blur, sigmoid contrast, 
brightness, etc.) on improving CDW model performance. Wang et al. 
(2020) developed an RCNN and a Faster-RCNN model for incorporation 
into a CDW sorting robot. Their investigation demonstrated that Faster- 
RCNN models can quickly identify CDW, while mask-RCNN models can 
be more accurate in recognizing the pose of the target object, thus 
increasing the success of the grasping system. 

The presented studies suggest a consensus regarding the use of deep 
neural networks for mining semantic information contained in CDW 
images. However, deep network architectures when deployed on two- 
stage detector heads, such as the ones comprising the RCNN, mask- 
RCNN and Faster-RCNN networks make the inference process slow, 
increasing the difficulty and cost of performing CDW sorting in real- 
time, particularly when considering that conveyor transportation 
speeds should be kept as high as possible for sorting the large volumes of 
waste. Slow inference is a result of the complex pipeline of two-stage 
detectors, which are required i) to identify regions where objects are 
expected to be found through a Region Proposal Network (RPN) and ii) 
to identify objects within the proposed regions using fully convolutional 
networks. To overcome this limitation, object detectors such as the SSD 
(Single-Shot-Detector) (Liu et al., 2016) and YOLO (You-only-look-once) 
(Bochkovskiy et al., 2020; Jocher, 2021; Li et al., 2022a; Redmon et al., 
2015; Redmon and Farhadi, 2016, 2018; Wang et al., 2022) have been 
proposed for performing the object detection task in a single pass (hence 
‘single-shot’ and ‘look once’). The performance of single-stage and two- 
stage detectors has been exhaustively investigated on large benchmark 
datasets such the Common-Objects in Context (COCO) (Lin et al., 2014) 
on which detectors are required to distinguish between 80 different 
classes, and the findings exhibit a clear superiority of the latter in terms 
of mAP (mean Average Precision for the 80 classes). Still, accuracy gain 
margins between the two detector types might be narrower for problem 
specific domains (García et al., 2021), where a detector is required to 
distinguish between fewer classes and does not need to generalise to 
different types of objects such as in the COCO. Additionally, apart from 
generalised metrics of accuracy, other measures of performance are 
essential in the CDW sorting scenario, such as computational resource 
consumption and inference speed. Consequently, a comparison of single- 
stage and two-stage detectors at different configurations is rather 
meaningful for drawing conclusions on the trade-off between speed and 
accuracy between the two object detection frameworks for the CDW 
sorting task. 

1.1. Research significance 

Motivated by the need of increasing current CDW recycling rates and 
improving the purity of the recovered material, this study makes the 

following contributions:  

1) It develops and presents the first open access CDW dataset, providing 
the community with a baseline and benchmark for comparison. The 
dataset can be accessed on Mendeley Data (https://doi.org/10 
.17632/24d45pf8wm.1) (Demetriou et al., 2022) where training 
and testing images along with their annotations are available to 
download. 

2) It proposes the incorporation and utilisation of secondary and in-
dependent testing dataset containing heavily stacked and adhered 
samples of CDW as a more representative way of evaluating the 
performance of the detectors in a real-life setting. 

3) It provides an exhaustive investigation and comparison of the per-
formance of the most representative (and state-of-the-art) single- 
stage and two-stage detectors for quantifying the effect of framework 
selection on the accuracy and inference speed, thus guiding efforts in 
the most promising direction.  

4) It implements the investigated object detection models on a CDW 
small-scale sorting prototype where the investigated models provide 
all the necessary information to the mechatronic sorting system for 
executing the CDW sorting task. 

2. Methodology 

2.1. Dataset description 

This investigation focuses on the performance evaluation of the most 
representative single-stage and two-stage deep-learning model archi-
tectures for the detection of concrete, brick, and tile in the CDW stream. 
These object categories were specifically selected based on their intrinsic 
value and high potential for valorisation in several applications, such as 
recycled concrete aggregate, fire insulation/proofing, and geopolymers. 
It is important to note that this work is part of the Development of an 
innovative insulation fire resistant façade from the Construction and 
Demolition Waste (DEFEAT) project, co-funded by the European Union, 
which aims to promote the sustainable reuse of CDW by developing 
innovative technologies for valorising recycled brick and tiles in geo-
polymerisation processes. Indeed, many recent studies have focused on 
the utilisation of recycled concrete, brick and tile in the development of 
new products such as recycled concrete aggregate (Dimitriou et al., 
2018; Oikonomopoulou et al., 2020a, 2022b; Savva et al., 2021), as well 
as fire insulation/proofing and geopolymers type applications (Luhar 
et al., 2021; Robert et al., 2023; Valanides et al., 2023), highlighting the 
apparent environmental and economic benefit from their recycling and 
reuse. It is important to highlight that these three object categories are 
extracted from the final CDW sorting stage which is typically performed 
manually owing to the similarity of material density and composition 
which prohibits the use of conventional automated methods such as air 
and magnetic separation. 

For the development of the training and testing datasets, samples of 
concrete, brick, and tile were randomly extracted from piles of sorted 
CDW at a recycling facility in Cyprus. The samples used in this study 
were collected from multiple sites, reflecting the legal requirement of 
the sorting facility to receive waste from various sources. It is also 
noteworthy that typical structures in Cyprus are constructed using 
reinforced concrete, brick, and roof tiles, manifesting the abundance of 
these materials in the waste stream. To ensure that the material was 
representative of what is typically found in the waste stream, all samples 
were used as received. However, it should be noted that since the pro-
posed sorting method is currently capable of sorting at a small-scale 
prototype level at a maximum sorting capacity of 14 aggregates/min-
ute (limited by the capacity of the robot’s actuators), for cases where the 
material was larger than the robotic manipulator’s grippers (70 mm), 
the material was further crushed, ensuring efficient picking during the 
sorting process. Finally, digital images of the material were recorded in a 
controlled environment on the conveyor belt of the prototype platform 
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shown in Fig. 1. The prototype consists of an industrial camera over-
looking the workspace, a conveyor belt that carries the material, two 
robotic manipulators for sorting the waste and a dedicated local com-
puter. Upon placement of the material on the conveyor belt of the pro-
totype platform, images of CDW were recorded with the use of a 
HIKROBOT MV-CA023-10GC camera. The original size of the captured 
images was 1920 × 1200 × 3, with the colour channel being RGB. A 
collection of 500 multi-class images, containing approximately 4 sam-
ples of each object class (brick, concrete and tile) were recorded, 
resulting in a total of approximately 2000 samples of each object cate-
gory. Maintaining the same number of samples of each object class in 
every image balances the dataset and mitigates the overfitting and 
underfitting phenomena observed owing to class overrepresentation and 
underrepresentation respectively. This ultimately allows for a more 
meaningful and unbiased evaluation of the final detection models. 

For labelling the objects, a semi-automated method was adopted (Li 
et al., 2022b). Firstly, manual labelling was performed on the first 100 
images and a coarse “teacher” model was trained for 50 epochs on the 
compressed and faster version of the YoloV4 network, namely YoloV4- 
tiny (Bochkovskiy et al., 2020) comprising of a compressed version of 
the DarkNet-53 backbone. This model was used to predict approximate 
bounding box locations and object labels on the succeeding 50 images. 
Manual adjustment of the bounding boxes and re-labelling was per-
formed on the misclassified and unidentified objects of these 50 images 
(Fig. 2a). Subsequently, a new model was trained, using the previous 

model weights as a starting point, for an additional 50 epochs on the 150 
now correctly labelled images, resulting in an improved model. This 
process was performed iteratively for every subsequent batch of 50 
images until all 500 images were labelled and adjusted. Fig. 2(a) and 
Fig. 2(b) present a sample of the labels obtained from the ‘teacher’ 
models and the final labels utilised as ground truth after manual 
adjustment. 

In accordance with good machine learning practice, 70% of the 
samples (4230 samples) in the labelled images were used in the training 
dataset for developing the object detection models, while the remaining 
30% of samples in the labelled images (1727 samples) were retained for 
developing the first testing dataset (testing set_1). This dataset repre-
sents an idealised case of CDW placement where the items are sparsely 
spaced on the conveyor belt (Fig. 2). This dataset can serve as a baseline 
indicator of model performance; however, it is anticipated that degra-
dation will occur because of the presence of stacking and adherence of 
samples. Stacking occurs when samples are placed on top of each other, 
while adherence occurs when samples are in contact. For the former, 
least sophisticated object detectors tend to misclassify or even 
completely miss stacked objects, while for the latter they tend to place a 
single bounding box to the adhered samples, particularly if the samples 
belong to the same class. An example of adherence and poor model 
performance can be observed in Fig. 2(a) where the teacher model 
significantly overlapped the two adhered concrete samples. 

To address the issue of stacking and adherence, a secondary testing 

Fig. 1. (a) Photograph and (b) schematic Illustration of the prototype CDW sorting station comprised of (A) an RGB camera, (B) a robotic arm manipulator and (C) a 
conveyor belt. 

Fig. 2. (a) Labelling objects using teacher models, (b) final labels post adjustment.  
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dataset (testing set_2) containing 596 heavily stacked and adhered 
samples (Fig. 3) was developed and used to give a more representative 
evaluation of the models under working conditions. While it is possible 
to merge the two testing datasets into a single test set, which is often the 
case in most object detection development scenarios, the authors 
strongly believe that separating the two gives a deeper insight into the 
performance of the models and the complexity required to achieve good 
results particularly in heavily stacked and adhered cases. 

2.2. Deep neural networks for object detection 

Object detectors consist of three main parts, a backbone, a neck, and 
a head (Fig. 4). The backbone is responsible for extracting semantic 
information such as the shape, edges, and colour from the input and 
converting this information into high-dimensional feature mappings. 
Heavyweight backbone feature extractors intended to run on GPUs 
include among others the popular VGG (Simonyan and Zisserman, 
2014), ResNet (He et al., 2016), and DenseNet (Huang et al., 2017) 
network architectures, while lightweight backbone feature extractors 
capable of running on CPUs include the SqueezeNet (Iandola et al., 
2016), MobileNet (Andrew G Howard et al., 2017) and ShuffleNet 
(Zhang et al., 2018) network architectures. 

In modern detectors, several layers are often inserted between the 
backbone and the head and are used to gather feature maps from 
different levels in the network. These layers are known as the neck of the 
detector and consist of numerous top-down and bottom-up pathways. 
Most representative networks incorporating such layers include the 
Feature Pyramid Network (FPN) (Lin et al., 2017), and Path Aggregation 
Network (PAN) (Liu et al., 2018). 

Regarding the head, the part responsible for the prediction of 
bounding boxes and classes of objects, object detectors are classified as 
two-stage and single-stage detectors. As the name suggests, a two-stage 
detector performs the prediction of bounding boxes and object classes in 
two steps. Firstly, it generates regions of interests (RoIs) using an RPN. 
The RPN outputs a predefined number of bounding box proposals with 
scores representing the probability of an object being contained at each 
location proposal. In the second step, it predicts bounding boxes and 
classes for the proposed regions. On the contrary, single-stage detectors 

Fig. 3. Testing set_2: Adhered and stacked samples of CDW on the conveyor belt.  

Fig. 4. One and two-stage object detector architecture (Bochkovskiy et al., 2020).  

Table 1 
Description of investigated object detectors.  

Detection  

head type 

Model Reference 
Paper 

Network 
size (Mb) 

Input 
layer 
size 

Faster_RCNN Resnet50 + C4 (Ren et al., 
2016) 

221 640 ×
640 

Resnet101 + C4 370 640 ×
640 

Faster_RCNN ResNet50 + DC5 (Dai et al., 
2017) 

638 640 ×
640 

ResNet101 + DC5 705 640 ×
640 

Faster_RCNN ResNet50 + FPN (Lin et al., 
2017) 

160 640 ×
640 

ResNet101 + FPN 232 640 ×
640 

SSD ResNet50 FPN 
(RetinaNet50) 

(Lin et al., 
2017b) 

158 640 ×
640 

ResNet101FPN 
(RetinaNet101) 

228 640 ×
640 

SSD EfficentDet_D0 (Tan et al., 
2020) 

45 512 ×
512 

EfficientDet_D1 70 640 ×
640 

SSD MobilenetV2 (Sandler 
et al., 2019) 

37 320 ×
320 

MobilenetV2_FPN 20 640 ×
640 

YOLO YoloV5s (Jocher, 
2021) 

15 416 ×
416 

YoloV5l 93 640 ×
640 

YOLO YoloV6s (Li et al., 
2022a) 

38 640 ×
640 

YoloV6l 118 640 ×
640 

YOLO YoloV7 (Wang et al., 
2022) 

73 640 ×
640 

Yolo7x 139 640 ×
640  
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focus on all the spatial region proposals for object detection in one single 
pass through the image. From this description, it can be realised that the 
performance of any object detector, that is detection accuracy and 
inference time, is influenced by two main aspects; i) the complexity and 
number of learnable parameters in the backbone architecture, and ii) the 
type of detection head used. Generally, deeper backbone architectures 
benefit from improved detection accuracy while suffering from slower 
inference times. Similarly, two-stage detection heads improve detection 
accuracy at the expense of inference speed. 

This study investigates the performance of the most representative 
single-stage and two-stage deep-learning models on the CDW dataset 
described in section 2.1. The models are developed on three frame-
works, namely Faster-RCNN, SSD and YOLO. To capture the sensitivity 
of the models to the depth of the backbone, each model is coupled to one 
shallow and one deep backbone feature extractor. Accordingly, Faster- 
RCNN models with ResNet conv4 (C4), conv5 (DC5) and Feature Pyra-
mid Network (FPN) backbone combinations are developed and tested. 
The study also investigates SSD models including Facebook’s AI 
Research popular RetinaNet50 and RetinaNet101 composed of the 
ResNet50 and ResNet101 backbones respectively, as well as SSD models 
composed of the lightweight MobileNetV2 and MobilenetV2 FPN ar-
chitectures. Finally, in terms of models employing the YOLO meta- 
architectures the study investigates the most recent versions (e.g., 
YoloV5, YoloV6, and YoloV7) of the YOLO series which have shown 
great promise on the COCO dataset. From these combinations, a total of 
18 models were developed. These are summarised in Table 1. It should 
be noted, however, that this model list is not exhaustive as other de-
tectors such as the fully convolutional anchor-free one-stage object de-
tector (FCOS) (Tian et al., 2020) also exist and could be investigated in 
future studies. Still, the scope of this study is limited to the three pre-
sented frameworks for the sake of clarity and comparability. 

2.3. Deep network implementation details 

The training of all deep neural networks was performed on Google’s 
Collaboratory on an Nvidia Tesla T4 (16 GB memory) GPU. The sto-
chastic gradient descent with momentum (SGDM) optimizer was used in 
all training experiments. The momentum of the optimizer was set to 0.9 
and an initial learning rate of 0.001 was selected. A cosine learning rate 
decay with a warmup of 2500 steps was applied and a base learning rate 
of 8E-2 was chosen. 

To satisfy GPU memory constraints, for the case of models employing 
heavyweight backbone architectures, e.g., EfficientDet_1, ResNet50 and 
ResNet101 a batch size of 8 was selected. The remaining models were 
trained with a batch size of 16 while the ‘ultra-lightweight’ model SSD 
MobilenetV2 with input resolution 320 × 320 was benefitted from an 
increased batch size of 32. All models were trained for at least 100 
epochs, or until their training loss converged. To maintain the fairness of 
comparison by accounting for differences in the batch size, the number 
of training iterations was calculated by multiplying the targeted epoch 
number by the quotient of the training samples and the batch size (e.g., 
number of iterations = target epochs × (training samples/batch size)). 

For speeding up model training, transfer learning i.e., the use of pre- 
trained model weights as a starting point for the training of new models 
for the CDW object detection task was performed. Specifically, pre- 
trained weights of models trained on the COCO dataset were utilised. 
In the case of SSD and Faster-RCNN models, configurations and associ-
ated pre-trained weights were obtained from Tensorflow’s 2 (Huang 
et al., 2020) and Detectron’s 2 (Wu et al., 2019) model zoos respectively, 
while in the case of YOLO model configurations and pre-trained weights 
were accesses through their corresponding GitHub repositories. 

To prevent overfitting, which can impair the performance of deep 
learning models, several techniques were employed. For the case of 
TensorFlow 2 models, L2 regularization was applied during training 

with the weights presented in the corresponding model configuration 
files while for the case of YOLO models, batch normalization (instead of 
dropout) was used during training as a method of preventing overfitting. 

To further enhance the performance of the object detection models 
and assist with mitigating overfitting phenomena, various data 
augmentation techniques were incorporated in the training pipeline. 
Specifically, the default data augmentation procedures included in the 
model configurations in TensorFlow 2 were utilized. These procedures 
included random horizontal flip and random image cropping. It is noted 
that the actual values attributed to each data augmentation procedure 
can be found in the configuration files of each model in TensorFlow 2. By 
applying these techniques, a new image was generated at each training 
iteration, which helped to prevent overfitting and increase the robust-
ness of the models. It is noted that models belonging to the YOLO series 
employed a different data augmentation procedure, which is described 
in the “bag-of-freebies” training tricks as presented in the respective 
papers (Bochkovskiy et al., 2020; Jocher, 2021; Li et al., 2022a; Wang 
et al., 2022). The YOLO data augmentation procedure consists of: HSV- 
Hue augmentation, HSV-Saturation augmentation, image HSV-Value 
augmentation, image translation, scale, random rotation at 90 de-
grees, mix-up and mosaic augmentation. The GitHub repositories for 
YOLO5, YOLO6, and YOLO7 provide the default values attributed to 
each of the considered augmentations. 

For all models, the default anchor-box configurations as presented in 
the original papers was retained and non-maximum suppression with a 
confidence threshold of 0.7 was applied as a post-processing step for the 
derivation of the final bounding boxes. 

3. Evaluation 

The most popular evaluation metrics in object detection are Average 
Precision (AP) and mean Average Precision (mAP). AP is defined as the 
average detection precision under various recalls and is evaluated 
independently for each considered object class. The average AP between 
all considered classes, mAP, allows a more comprehensive evaluation of 
the detector’s performance. 

AP is calculated through numerical integration of the precision- 
curve: 

AP =

∫1

0

p(r)dr (1)  

where p is precision and r denotes recall. 
As a first step toward obtaining the precision-recall curve, classifi-

cation predictions and the intersection-over-union (IOU) between the 
predicted (Bp) and ground truth (Bgt) bounding boxes needs to be 
calculated for every image in the testing datasets as: 

IOU =
area(Bp ∩ Bgt)

area(Bp ∪ Bgt)
(2) 

Depending on the IOU and classification prediction, true positive, 
false positive and false negative detections are defined as follows: 

True Positive (TP): Correct prediction (IOU > threshold + correct 
classification). 

False positive (FP): Incorrect prediction (IOU < threshold). 
False Negative (FN): Object not detected. 
Accordingly, precision is defined as the percentage of correct 

detection with respect to all detections and is given by: 

p =
TP

TP + FP
(3) 

Recall is the percentage of correct detections with respect to the 
ground truth and is given by: 
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r =
TP

TP + FN
(4) 

It is noted that precision is calculated as the number of accumulated 
TP divided by the sum of accumulated TP and accumulated FP, while 
recall is calculated as the number of accumulated TP divided by the sum 
of all ground truths. From this, it is realised that recall will progressively 

increase as more images in the testing dataset are evaluated (with a 
maximum potential recall value of 1 if all ground truths are correctly 
identified), while precision will move in a zig-zag pattern as FP pre-
dictions drag precision down whilst TP predictions bring it back up. 

In this study, AP is calculated for several IOU thresholds in line with 
the evaluation metrics used in the Pascal VOC and COCO competitions. 

Fig. 5. mAP of investigated models for (a) testing set_1 and (b) testing set_2.  

Fig. 6. Precision vs inference speed for (a) testing set_1 and (b) testing set_2 for each object detector couple comprised of a shallow and deep backbone.  
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In this regard, AP is calculated at the baseline (Pascal VOC metric) and 
strict IOU thresholds of 0.50 and 0.75, yielding AP0.5 and AP0.75 
respectively. Furthermore, 10 IOU thresholds ranging between 0.50 and 
0.95 at an IOU interval of 0.05 are considered and averaged to obtain 
AP55:95 for each class. Similarly, mAP50, mAP75 and mAP50:95 correspond 
to the averaged AP at different thresholds for all the classes considered. 

4. Results 

Object detectors of different configurations were exposed to the two 
CDW testing datasets (testing set_1 and testing set_2) and their responses 
were used to construct precision-recall curves from which mAPs at 
different IOU thresholds were calculated. Fig. 5 summarises the ach-
ieved mAP of each detector on the two testing datasets at different IOU 
thresholds. Fig. 6 complements the findings of the analysis by exhibiting 
the performance of each detector couple (i.e., detector configuration at 
one shallow and one deep backbone combination) with respect to the 
inference speed. The reader is referred to Table A1 and Table A2 in the 
appendix for a more elaborate examination of each detector’s 
performance. 

With reference to Fig. 5 and Fig. 6 the following remarks can be 
made: i) All models except for the low-resolution SSD_mobilenetV2 320 
× 320 model exhibit good performance regarding the achieved mAP on 
testing set_1. ii) For the problem domain in consideration, mAP is not 

significantly influenced by the depth of the backbone architecture. In 
fact, the complexity of the deeper network architectures not only 
increased training and inference times but in some cases (SSD Effi-
cientDet_1, SSD ResNet101 FPN and Faster- RCNN ResNet101 FPN) it 
even reduced mAP. While not definitive, this might be attributed to 
model overfitting, as the authors observed a further drop in performance 
at higher epoch numbers. iii) For most models, a drop in performance is 
observed between the mAP achieved on testing set_1 and testing set_2, 
highlighting the fact that testing set_1 is not capable of capturing the 
accuracy of object detectors under working conditions. iv) With the 
exception of the low-resolution SSD_mobilenetV2 320 × 320, model 
performance did not degrade on images containing samples primarily 
belonging to a single class. This observation is supported by the high 
mAP achieved by the models on testing_set 1, which includes several 
images of samples belonging to a single class (the reader is referred to 
Fig. A1 in the appendix).v) From the three considered frameworks, 
Faster-RCNN based models exhibit the most robustness, that is the least 
mAP fluctuation between the two testing datasets. Still, it can be 
observed that this robustness comes at the expense of inference speed. 
Among the three Faster-RCNN configurations, the configurations 
employed with FPN are shown to achieve the best accuracy/speed 
performance. On the contrary, the original configuration of the Faster 
RCNN employing a conv4 (C4) backbone is shown to be the slowest 
among the assembly. vi) In terms of absolute mAP performance, the 

Fig. 7. Inference results on testing set_2 from YoloV7x model (top), YoloV5l model (bottom).  
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latest version of Yolo, namely YoloV7 and YoloV7x achieved higher mAP 
on testing set_1 and testing set_2 respectively, with a significant margin 
over its counterparts. It is to the authors’ understanding that the supe-
rior performance of YoloV7 and YoloV7x models is attributed to the 
model’s novel architecture and the advanced training techniques 
implemented in the bag-of-freebies, a collection of state-of-the-art 
methods constantly evolved through the YOLO iterations for 
improving object detection. Still, the actual reason why this is the case 
remains to be investigated.vii) With regard to the trade-off between 
accuracy and speed, YoloV7x is evidently the best candidate as it ach-
ieves the highest mAP at <30 ms inference time. It is also noted that a 
good compromise between accuracy and speed is achieved by the Ret-
inaNet models (e.g., SSD ResNet 50 FPN and SSD ResNet 101 FPN). 

To gain a better appreciation of the performance of the developed 
models and illustrate the effect of performance deterioration between 
testing set_1 and testing set_2, detection results on heavily stacked and 
adhered images of CDW are presented for the case of the YoloV5l and 
YoloV7x in Fig. 7. 

It is evident that the YoloV5l detector, despite achieving the best-of- 
the-rest performance on testing set_1, its performance has deteriorated 
significantly on images containing adhered and stacked samples. With 
reference to Fig. 7, YoloV5l when compared to YoloV7x achieves in 
general a lower confidence score on all the identified objects. Finally, 
compared to YoloV7x, the YoloV5l detector has misclassified, placed 
multiple and incorrect bounding boxes, and even completely missed 
several objects. 

The findings of this study provide an important contribution to the 
field of object detection by evaluating the performance of various state- 
of-the-art models under a specific problem domain. While there have 
been numerous studies that evaluate object detection models, the find-
ings of this study provide unique insights into the impact of model se-
lection on the detection performance for cases of normally and heavily 
stacked and adhered samples of CDW. Additionally, the study highlights 
the importance of not simply relying on increasing the complexity of the 
model for better performance, as some of the deeper network architec-
tures did not necessarily lead to better mAP performance. This is a de-
parture from some prior studies that have focused on increasing model 
complexity as a means of improving performance. Additionally, the 
findings suggest that the YoloV7 and YoloV7x models achieve superior 
performance possibly owing to its innovative architecture and advanced 
training techniques employed within the YoloV7 framework. This adds 
to the growing body of literature on the effectiveness of state-of-the-art 
methods for improving detection performance and the results of this 
study provide important insights that can help guide the selection of 
object detection models for the CDW domain. 

While this study offers valuable insights into object detection for 
CDW sorting, it is important to note some limitations. First, the dataset 
used in this study is region-specific, meaning that model developers 
would need to retrain their models on their own dataset to account for 
any regional differences. Still, the provided dataset can serve as a 
starting point and facilitate the process of transfer learning. Second, the 
lack of reliable uncertainty quantification is also acknowledged by the 
authors, which is crucial in real-world applications. Therefore, the au-
thors’ plan is to extend the YoloV7x model by incorporating the 
Conformal Prediction framework (Papadopoulos, 2008) to enhance 
predictions with valid confidence measures, as demonstrated in Eliades 
et al. (2019) and Maltoudoglou et al. (2022). It should be also noted that 
the scope of this study was limited to a subset of state-of-the-art models, 
and other recent models detectors such as the FCOS were not investi-
gated. However, the need to investigate such models should not be 
overlooked, as object detection is a rapidly evolving field, and new 
models are constantly emerging. Finally, the addition of more object 
classes to the dataset is a promising prospect for the wider dissemination 
of the proposed method. The inclusion of more classes would enable the 

detection of a greater range of materials in the CDW stream and could 
enhance the sorting process. Future studies could explore the feasibility 
and performance of adding more object classes to the dataset, which 
would require collecting and annotating additional data. 

5. Conclusions 

This study presented an experimental investigation of the perfor-
mance of deep learning models for the CDW object detection task. As a 
first step, the study presented the first openly accessible CDW dataset 
(https://doi.org/10.17632/24d45pf8wm.1), emphasising on the 
complexity of CDW in working conditions through an independent 
severely stacked and adhered dataset. Secondly, the study used the 
dataset to develop multiple model combinations based on popular ar-
chitectures (Faster-RCNN, SSD and YOLO) and backbone feature ex-
tractors (ResNet, EfficientDet, MobileNetV2) of variable depth. Thirdly, 
an evaluation of the detectors on popular COCO metrics of precision and 
inference speed was performed, and the results showed a clear superi-
ority of the YoloV7x model which achieves the highest precision 
(mAP50:95 ≈ 70%) at the lowest inference times (<30 ms) with a sig-
nificant margin over its counterparts. While counterintuitive it was also 
shown that for the CDW sorting scenario in consideration, deeper 
backbone architectures show little to no benefit on the considered 
models, rather, performance gains are shown to be primarily attributed 
to the type of the detection head considered. Additionally, it is found 
that beyond YoloV7 and YoloV7x, legacy Faster-RCNN models achieve 
the most robustness and least mAP fluctuations between the normally 
and heavily stacked and adhered datasets. Finally, it was found that 
RetinaNet models achieve a sound compromise between speed and 
accuracy. 

Declaration of Competing Interest 

The authors declare the following financial interests/personal re-
lationships which may be considered as potential competing interests: 
Demetris Nicolaides reports financial support was provided by European 
Regional Development Fund. Demetris Nicolaides reports financial 
support was provided by Cyprus Research and Innovation Foundation. 

Acknowledgements 

The authors would like to express their sincere gratitude to the 
Cyprus Research & Innovation Foundation (RIF) and the European 
Regional Development Fund (ERDF), for funding the research project 
entitled “Development of an Innovative Insulation Fire Resistant Façade 
from the Construction and Demolition Wastes” (Contract Number: IN-
TEGRATED/0918/0052). Additionally, the authors gratefully 
acknowledge Frederick University and the University of Cyprus for 
providing access to their facilities and data. Finally, the authors would 
like to express their gratitude to S. Netiates & H.Xenis Epixeiriseis LTD 
who provided the recycled material to support the efforts in this study. 

Funding source: 
This research was funded by the Cyprus Government through the 

Research & Innovation Foundation (RIF) and the European Regional 
Development Fund (ERDF) in the frame of the RESTART Programmes for 
Research, Technological Development and Innovation 2016–2020 
(Project Budget: €1,098,880, Project Contract Number: INTEGRATED/ 
0918/0052). 

Appendix A  

D. Demetriou et al.                                                                                                                                                                                                                             

http://dx.doi.org/10.17632/24d45pf8wm.1


Waste Management 167 (2023) 194–203

202

Table A1 
Performance of object detectors on testing set_1.  

Model mAP50:95 mAP50 mAP75 Training Speed(s/it) Inference Speed(ms) Batch Size 

Faster_RCNN_Resnet50 + C4  0.631  0.986  0.726  1.274 437 8 
Faster_RCNN_Resnet101 + C4  0.647  0.987  0.778  1.881 474 8 
Faster_RCNN_Resnet50 + DC5  0.641  0.987  0.760  1.817 184 8 
Faster_RCNN_Resnet101 + DC5  0.645  0.986  0.763  2.464 205 8 
Faster_RCNN_Resnet50 + FPN  0.653  0.988  0.773  1.434 89 8 
Faster_RCNN_Resnet101 + FPN  0.652  0.988  0.776  1.970 117 8 
SSD_ResNet50 + FPN  0.650  0.987  0.770  1.372 81 8 
SSD_ResNet101 + FPN  0.650  0.987  0.783  1.873 108 8 
SSD_efficentDet_D0  0.643  0.977  0.771  1.014 45 16 
SSD_eddicientDet_D1  0.664  0.975  0.800  1.015 71 8 
SSD_MobilenetV2 320 × 320  0.454  0.881  0.412  0.265 19 32 
SSD_MobilenetV2 640 × 640  0.563  0.929  0.632  0.954 38 16 
ΥoloV5s  0.633  0.962  0.719  0.224 11 16 
YoloV5l  0.686  0.982  0.832  0.575 35 16 
YoloV6s  0.598  0.948  0.697  0.446 15 16 
YoloV6l  0.631  0.961  0.743  0.877 17 16 
YoloV7  0.717  0.993  0.852  0.91 17 16 
YoloV7x  0.714  0.992  0.849  1.27 25 16  

Table A2 
Performance of object detectors on testing set_2.  

Model mAP50:95 mAP50 mAP75 

Faster_RCNN_Resnet50 + C4  0.599  0.925  0.710 
Faster_RCNN_Resnet101 + C4  0.600  0.918  0.734 
Faster_RCNN_Resnet50 + DC5  0.579  0.917  0.697 
Faster_RCNN_Resnet101 + DC5  0.590  0.892  0.714 
Faster_RCNN_Resnet50 + FPN  0.607  0.909  0.744 
Faster_RCNN_Resnet101 + FPN  0.592  0.896  0.722 
SSD_ResNet50 FPN (RetinaNet50)  0.555  0.837  0.677 
SSD_ResNet101 FPN (RetinaNet101)  0.544  0.842  0.652 
SSD_efficentDet_D0  0.349  0.714  0.324 
SSD_efficientDet_D1  0.332  0.640  0.340 
SSD_MobileNetV2 320 x320  0.112  0.374  0.032 
SSD_MobilenetV2 640 640  0.294  0.570  0.275 
ΥoloV5s  0.389  0.722  0.379 
YoloV5l  0.420  0.738  0.451 
YoloV6s  0.363  0.676  0.369 
YoloV6l  0.328  0.620  0.320 
YoloV7  0.634  0.965  0.765 
YoloV7x  0.686  0.972  0.851  

Fig. A1. Inference results on images containing class imbalanced samples (extracted from testing set_1).  
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Appendix B. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.wasman.2023.05.039. 
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